
A

M
H
i
d

a
t
a
©

K

1

a
2
p
U
a
n
p
c
f
c
o
s
2
a
i

0
d

Journal of Power Sources 161 (2006) 356–370

Dynamic modeling of a methanol reformer—PEMFC stack
system for analysis and design

Andrew T. Stamps, Edward P. Gatzke∗
University of South Carolina, Department of Chemical Engineering, 301 Main St., Swearingen Eng. Ctr, Columbia, SC 29208, United States

Received 11 February 2006; received in revised form 30 March 2006; accepted 3 April 2006
Available online 9 June 2006

bstract

Considerable effort has been devoted to the modeling of proton exchange membrane fuel cells (PEMFCs) as well as fuel processing units (FPUs).
any of these models consider only steady state analysis; the available dynamic models typically operate only in simple open loop configurations.
owever, a liquid fuel processor/PEMFC stack power unit for vehicular application will require tight integration and regulation of multiple units

n order to function economically and reliably. Moreover, vehicular operation is inherently dynamic in nature, so traditional steady state process
esign approaches will be of limited value.

This work addresses a minimum set of subcomponents necessary for modeling an overall vehicular power system. Additionally, the integration
nd control of these sub-units is addressed so that the unit can be operated as needed in a vehicular application by following a reference power
rajectory. A number of design and operational parameters can be adjusted and the impact on system performance studied. Based on this preliminary

nalysis, heuristics are developed for optimal operation and design.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Dwindling supplies of fossil fuels have caused researchers
nd policy makers to explore alternative energy sources. As of
003, energy consumption by the transportation sector com-
rised 27% of total US energy consumption and 67% of all
S petroleum consumed [1]. Consequently, one of the largest

lternative energy research initiatives lies in transportation tech-
ology. Developing technologies that reduce the demand on
etroleum products has environmental benefits from reduced
onsumption in addition to economic and political benefits
rom the reduced dependence on foreign oil imports. Despite
ontinued improvements in engine and fuel injection technol-
gy, which have increased the average fuel economy of pas-
enger vehicles from 13.5 miles per gallon (mpg) in 1970 to

2.1 mpg in 2002, both the total number of vehicles and the
verage annual distance travelled per vehicle have steadily
ncreased over the same time period. The net result is an
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pproximately 70% increase in the amount of motor fuel
onsumed [1].

Even considering improved fuel economy, current internal
ombustion engines (ICEs) achieve an energy efficiency of
pproximately 20% [48]. Further efficiency increases are un-
ikely without significant modifications and technological break-
hroughs. Therefore, a significant amount of research has been
irected towards alternative fuel technologies, such as hybrids,
lug-in hybrids, and fuel cell vehicles (FCVs). Hybrids combine
small ICE with a battery system connected to an electric mo-

or/generator. While the vehicle is powered largely by the ICE,
he electric motor provides supplemental power from the battery
ack during high-load conditions such as acceleration. During
ower load conditions such as idling or cruising, surplus power
roduced by the ICE drives the electric motor which is then oper-
ted in reverse as a generator to recharge the batteries. Likewise,
egenerative braking techniques can be employed during decel-
ration to recover some of the kinetic energy of the vehicle,

onverting it back to electrical energy stored in the batteries.
ince these vehicles incorporate already existing ICE technol-
gy, they have reached a more advanced stage of development
ith a number of models such as the Toyota Prius, Honda In-

mailto:gatzke@sc.edu
dx.doi.org/10.1016/j.jpowsour.2006.04.080
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Nomenclature

Amem PEMFC stack membrane area for each cell (cm2)
c total molar concentration of gaseous species in

methanol reformer (mol m−3)
ci molar concentration of species i in methanol re-

former (mol m−3)
c∗O2

saturation concentration of oxygen in the PEMFC

membrane (mol m−3)
C capacitance of PEMFC stack (F)

Caux auxiliary power capacity (A h at 120 V)
Cp constant pressure heat capacity (J mol−1 or

J kg−1)
Cp,cat Heat capacity of catalyst bed in reformer (J kg−1)
Cp,gas Heat capacity of reformer gas (J mol−1)

Es energy in PEMFC stack body (J)
Ės rate of change of energy in PEMFC stack body

(J min−1)
Eqj Equilibrium driving force of reaction j in

methanol reformer
F Faraday constant (C mol−1)
h channel height in cross-flow heat exchanger (m)

(hA) lumped convective heat transfer rate (J min−1 K)
Hi specific enthalpy of species i (J kg−1)

�Hrxn, j heat of reaction j in methanol reformer (J mol−1)
i current density in PEMFC stack (A cm−2)
I current in PEMFC stack (A)

kj rate constant for reaction j in methanol reformer
(mol m−3 min−1 kPa)

kv valve proportionality constant (m3 min−1 atm)
Kaux auxiliary power recharging proportionality con-

stant (W A−1 h)
Kc PI controller gain

Keq,j equilibrium constant of reaction j in methanol re-
former (kPax)

Lx length of cold channel in cross-flow heat ex-
changer

Ly length of hot channel in cross-flow heat exchanger
mi mass of species i (kg)
ṁi mass flow rate of species i (kg min−1)
Mi molecular weight of species i (kg mol−1)

N number of cells in PEMFC stack
Pan pressure in anode channel of PEMFC stack (atm)
Pca pressure in cathode channel of PEMFC stack

(atm)
Pdesired desired system power level (W)

Pi partial pressure of species i in the reformer (kPa)
Psp PEMFC stack power setpoint (W)

Pstack PEMFC stack power (W)
�P pressure drop across a valve (atm)

q̇ heat flux (J m−2 s)
Q̇cool cooling rate on PEMFC stack (J min−1)

rj reaction rate of reaction j in methanol reformer
(mol m−3 min)

R ideal gas constant (J mol−1 K)

Ract cell resistance due to oxygen activation losses
(ohm)

Rohm cell resistance due to transport (Ohmic) losses
(ohm)

Rr radius of reformer reactor (m)
s Laplace domain variable
t time (min)

T methanol reformer temperature (K)
Twall external wall temperature of methanol reformer

(K)
vz gas velocity in axial direction of methanol re-

former (m min−1)
U convective heat transfer coefficient (J m−2 s K)
V̇ volumetric flow rate (m3 min−1)

Vact Dynamic activation overvoltage (V)
Vcell voltage of a single cell within the PEMFC stack

(V)
Vstack PEMFC stack voltage (V)

z axial dimension of methanol reformer (m)

Greek symbols
γ overall volume fraction of methanol reformer

Γx weighting factor for objective x in multiobjective
optimal design framework

ε porosity of catalyst pellets in methanol reformer
εbed void fraction of packed catalyst bed in methanol

reformer
ηact steady state activation overpotential in PEMFC

cell (V)
ηeff reaction effectiveness factor in methanol reformer
νi stoichiometric coefficient of species i in PEMFC

stack reactions
ξx emperical modeling coefficient in PEMFC stack

model
ρ density (kg m−3)

ρcat bed density of packed catalyst pellets (kg m−3)
τf First order filter time constant (min)
τI PI controller integral time constant (min)
ϕx cost of objective x in multiobjective optimal de-

sign formulation

s
E
i
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t
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n
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� multiobjective optimal design cost function

ight, Honda Civic hybrid, Honda Accord hybrid, and the Ford
scape hybrid already commercially available and rapidly gain-

ng popularity. Fuel economies range from 29 mpg (city) for
he high-power Honda Accord hybrid to 66 mpg (highway) for
he Honda Insight, according to EPA estimates. Regardless of
he model, fuel economy is significantly higher than the current
ational average.

Plug-in hybrids are similar in many respects to conventional

ybrids, except they feature a smaller ICE with a larger electric
otor/generator and battery pack. As the name implies, plug-in

ybrids will need to connect to an external electrical source to
harge the battery pack completely. When fully charged, plug-in
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ybrids will operate entirely on electrical power until the power
evel in the battery pack drops to a certain level. It is expected
hat they will be able to drive 20–35 miles on batteries alone be-
ore the ICE is required. Once the ICE starts, operation will be
ore similar to a traditional hybrid with power control system

nly recharging the batteries enough from the ICE to maintain
ybrid operation. Once the operator reaches a destination with
roper charging equipment, the vehicle can be plugged-in and
he batteries fully recharged. Given standard driving habits, this
perational paradigm could result in a large percentage of trans-
ortation energy coming from electricity rather than petroleum
uels, in addition to the higher fuel economy of hybrid elec-
ric vehicles. Some estimates have placed the reduction in oil
or transportation by as much as 74% – assuming full market
enetration – by switching to the plug-in hybrid configuration
48].

Both traditional hybrids and plug-in hybrids offer signifi-
ant improvements over traditional ICE vehicles in terms of
uel economy, but still require gasoline or diesel fuel. In order
o entirely eliminate the need for fossil fuels, another prominent
esearch area involves the use of hydrogen as fuel. Although
t is possible to combust hydrogen in a traditional ICE, signif-
cant effort has been devoted to fuel cells, particularly proton
xchange membrane fuel cells (PEMFCs), which oxidize hy-
rogen electrochemically to produce electrical power. Due to
he lower operating temperature of PEMFCs, it is believed that
he energy efficiency of hydrogen fuel cell powered vehicles can
xceed 40%. While the ideal fuel source for fuel cells is pure
ydrogen, there are a number of technological, economic, and
nfrastructure-related hurdles that make it unlikely that the first
ommercially-available FCVs will run directly on compressed
aseous or liquid hydrogen. Instead, early FCVs will likely be fu-
led by liquid hydrocarbons such as methanol (MeOH), ethanol
EtOH), gasoline, or naphtha, which is then converted on-board
nto a hydrogen-rich fuel stream [49]. While it would be con-
enient to continue to use gasoline as a hydrogen source for
CVs [18], environmental concerns over greenhouse gas emis-
ions will likely dictate a switch to lighter hydrocarbons such as
ethanol or ethanol which offer a higher ratio of hydrogen to

arbon dioxide. In fact, the reforming of methanol can yield a
ydrogen to carbon dioxide ratio as high as 3:1, whereas the par-
ial oxidation of octane (as an approximation for gasoline) can
nly achieve a maximum ratio of 9:8. Due to the relatively high
ydrogen/carbon ratio of methanol, several groups have begun
tudying methanol reforming specifically for the production of
ydrogen for PEMFC applications [7,27,30].

Considerable work has already been done to develop FCVs
unning directly on pure hydrogen. GM, Daimler-Chrysler,
MW, and others have working prototypes. However, the re-

earch and design is at a much earlier stage for vehicles that fea-
ure on-board hydrogen production from liquid fuels. Overall,
he systems will be considerably more complicated, since the
quipment needed to convert the liquid fuel to hydrogen-rich

as and likely purify it has its own set of energy demands and
ynamic behaviors. Not surprisingly, a number of design con-
iderations will impact the cost and efficiency of such a plant as
ell as its operability and controllability. One major concern is

t
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tart-up time: how long will it take for a reformer to heat to oper-
ting temperature and begin producing enough hydrogen to run
he fuel cell? The cold start of methanol reformers is currently
nder investigation and strategies are being developed to mini-
ize warm-up time [28,15]. Nevertheless, in order to “turn the

ey and go”, FCVs will likely require battery networks similar
o today’s gasoline-electric hybrids in order to power the vehi-
le while the hydrogen production and fuel cell systems come
nline.

Additionally, heat integration will be crucial to the overall ef-
ciency of the vehicle. The fuel cell itself generates excess heat,
nd depending on the type of liquid fuel conversion, that process
ay be at elevated temperature as well. In order to increase effi-

iency, some of this heat may be recovered by using it to preheat
he feed stream to the reformer unit as well as the air feed to the
athode. However, this sort of integration couples the dynamics
f various units and could lead to unforeseen behaviors under
ransient driving conditions. Therefore, it is important to closely
tudy the design and integration of any combined liquid fuel
rocessor and fuel cell stack system not only from a steady state
erspective, but from a dynamic one as well.

The following work is divided into several sections. First, the
evelopment and implementation of the core components within
he overall system model is discussed. This is followed by the
ssembly of the components into a complete system model and
description of the necessary control loops for dynamic power-

evel operation. Using the system structure presented, design
ensitivity studies were performed and the results examined.
inally, future directions for this work are considered.

. Component modeling

The liquid-fueled PEMFC power plant is by design a com-
ination of subsystems coupled together. In order to study the
ehavior of the system as a whole, it is necessary to have appro-
riate models of all constituent components. At the very mini-
um, models for the PEMFC stack and a fuel processing unit

re required. Ultimately, the fuel processing unit will itself be
omprised of several sub-units including reforming, water-gas
hift, and preferential oxidation reactors or reaction zones within
single reactor. This complicated arrangement is necessary to

educe the amount of CO and other PEMFC catalyst poisons
resent in the reformate stream. However, in an effort to reduce
he complexity of the overall system model, a single model of

methanol reformer is used individually as the fuel process-
ng unit (FPU). Since the reforming reaction is endothermic, the
ynamics of the reformer should be the slowest of all the com-
onents within the fuel processor, and thus should be a good
ndicator of the behavior of the fuel processing unit as a whole.

A model for the PEMFC stack is the other critical compo-
ent. While very sophisticated models have been developed for
arious fuel cells and stacks [20,45,22], their computational cost
s quite large and generally prohibitive for dynamic studies, par-

icularly at the system level. The desire for this work is to have

relatively simple model that provides a reasonably accurate
ccount of the overall material and energy flows of the system
s well as the voltage behavior of the stack as a whole in an
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fficient manner. A suitable model has been adapted from the
iterature to accomplish these goals [51,38].

Finally, a variety of ancillary equipment is required to build
n actual system. This includes pumps, burners/heaters, blow-
rs, heat exchangers/evaporators, auxiliary power sources, and
ower controllers/converters. However, many of these items add
eedless complexity to the model while providing minimal ad-
itional insight into the process. Nevertheless, two items from
his list bear further discussion. The reformer and PEMFC stack
perate at considerably different temperatures and so it becomes
ecessary to cool, heat, and evaporate various process streams
t different points to operate safely and efficiently. Therefore,
here is the opportunity for heat integration to use one stream to
eat or cool a second in the process. This heat integration more
ightly couples the operation of all units, but should ultimately
llow for a higher energy efficiency for the system. Hence, there
s a need for some basic heat exchanger modeling to examine
he effects of different heat integration schemes.

In addition to the heat exchangers, the role of the auxiliary
ower supply is also important. By examining the amount of
uxiliary energy and power needed to operate a particular sys-
em configuration, one can determine what type and size of aux-
liary power source is needed. From that data, economic, size,
nd weight constraints may dictate whether a particular design
s practical. A more detailed treatment of each component is
resented below.

.1. Methanol reformer

.1.1. Modeling assumptions
In order to clarify development and speed computation, a

umber of modeling assumptions and simplifications have been
ade. One significant assumption is that the reactor behaves as

f it is plug-flow. Therefore, the only spatial gradients in this
odel will be in the axial direction along the length of the re-

ctor. Given the relatively large flow rate and the packed-bed
onditions inside the reactor, this should provide a reasonable
pproximation. It is also assumed that all chemical components
emain in the gas phase, so that the system can be modeled as a
ingle phase. Furthermore, the gasses are assumed to obey the
deal gas law in order to avoid the solution of nonlinear equa-
ions of state at each step of integration. This is a reasonable
ssumption, considering the operating conditions of this reactor
ith temperatures greater than 200 ◦C and pressures well below
0 atm. A constant pressure assumption is made for the sake of
implicity. By using the constant pressure assumption together
ith the ideal gas law and an assumption of no spatial gradi-

nts in mass flux, the superficial velocity can be identified as a
unction of position.

Finally, the heat transfer in the reactor must be considered.
or a reactor with pressure driven flow, it is reasonable to assume

hat the Péclet number, the ratio of convective heat transfer to

onductive heat transfer: ρCpv L

k
, is quite large, so conduction

ithin the gas and between the gas and the solid catalyst pellets
s neglected. Additionally, the catalyst bed is assumed to have
he same temperature distribution as the gas flowing through it.

s
c

u
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he transfer of heat into the reactor from the surroundings is
reated empirically as convective heat transfer using Newton’s
aw of cooling, which states that the heat flux into the reactor
s proportional to the difference between the gas temperature
nside the reactor and the specified external wall temperature
iven in the following equation:

˙(z) = U(Twall − T (z)) (1)

The parameter U is the heat transfer coefficient which is either
etermined experimentally or through an experimental correla-
ion such as the Colburn analogy [16]. Values will typically be in
he range of 25–100 J m−2 s−1 K. For the purpose of this model,
t is assumed that the external wall temperature is uniform and
an be maintained at a desired temperature by a heating element.
n practice, the heat will likely be provided by the catalytic com-
ustion of methanol and/or the hydrogen remaining in the anode
ff gas. The utilization of the excess hydrogen in the off gas will
e part of the heat integration process and critical to the overall
uel efficiency of the vehicle.

.1.2. Reaction network and kinetics
Given the current interest in hydrogen production from liquid

uels such as methanol, a number of studies have recently ap-
eared in the literature characterizing various types of catalysts
or the numerous routes of hydrogen production from methanol.
hese studies include methanol decomposition, steam re-

orming, partial oxidation, and combined/autothermal/oxidative
ethanol reforming—a combination of steam reforming and

artial oxidation. Additionally, several novel reactor configura-
ions have been proposed with improved heat and mass transfer
roperties over traditional packed-bed reactors.

Of all the potential catalysts studied, Cu and mixtures
f Cu/ZnO on Al2O3 have received the most attention
34,47,40,39,2,3,12]. These catalysts have been in use commer-
ially for several decades in the synthesis of methanol. With the
ddition of water as a reactant, they work very well to catalyze
he steam reformation of methanol to produce H2 and CO2 with
high conversion of methanol and a high selectivity to H2 and

ubsequent low selectivity towards CO. This is particularly im-
ortant for PEM fuel cell applications, since CO is a poison to
he proton exchange catalysts even at very low concentrations.
ne of the reasons for the low selectivity towards CO is that the

atalyst also facilitates the water-gas shift reaction:

O+ H2O←→ CO2 + H2 (2)

hich is driven towards the right with a stoichiometric excess of
ater. However, steam reforming is a relatively endothermic re-

ction (�Hrxn = 49 kJ mol−1) which requires an external source
f heat, a definite design hurdle for a portable application such
s a fuel cell vehicle. To make matters worse, these catalysts
xhibit slow reaction rates and therefore need to operate at tem-
eratures exceeding 250 ◦C. This combination of factors makes
raditional packed-bed reactors using these catalysts thermally

luggish, which in turn makes it difficult to respond to rapid
hanges in load.

Others such as Agrell et al. [2] have examined the effects of
sing zirconia (ZrO2) as an alternate (or additional) support ma-
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network was given as follows:

MeOH←→ CO+ 2H2 (+90.6 kJ mol−1)

methanol decomposition (D) (5)

CO+ H2O←→ CO2 + H2 (−41.1 kJ mol−1)

water-gas shift (W) (6)

MeOH+ H2O←→ CO2 + 3H2 (+49.5 kJ mol−1)

steam reforming (R) (7)

Each of these reactions has an experimentally-determined,
temperature-dependent equilibrium constant, given by the fol-
lowing equations:

Keq,D = 1.718× 1014 exp

(
−95418

RT

)
(8)

Keq,W = 9.543× 10−3 exp

(
39876

RT

)
(9)

Keq,R = 1.849× 1010 exp

(
−56087

RT

)
(10)

Using the equilibrium coefficients, equilibrium driving force ex-
pressions can be developed:

EqD = 1− PCOP2
H2

Keq,DPMeOH
(11)

EqW = 1− PCO2PH2

Keq,WPCOPH2O
(12)

EqR = 1− PCO2P
3
H2

Keq,RPMeOHPH2O
(13)

Finally, the overall rate expressions for the three reactions are
given by:

rD = kDPMeOHEqD (14)

rW = kWPCOEqW (15)

rR = kRPMeOHEqR (16)

where the rate constants kx are assumed to obey the Arrhe-
nius temperature dependence with activation energy and pre-
exponential factors given in Table 1. It should be noted that this
reaction mechanism was determined with water in excess. Ad-
ditionally, this mechanism does not incorporate the methanol
oxidation pathway, which is required for autothermal methanol
reforming.

Table 1
Arrhenius parameters for methanol decomposition (obtained from Mizsey et al.
[34])

Reaction Activation energy Pre-exponential factor
60 A.T. Stamps, E.P. Gatzke / Journal

erial for Cu/ZnO with some performance gains during steam ref-
rmation. However, these catalysts exhibited a higher light-off
emperature and elevated CO production compared to the Al2O3
nly catalysts when used in an oxidative steam reforming en-
ironment. Moving away from steam reforming entirely, others
ave discussed direct and oxidative decomposition of methanol
n Pd/SiO2 (references contained in [23]) and the use of in-
ium tin oxide/alumina (ITO/Al2O3) for the partial oxidation of
ethanol (POM) [29], shown in the following equation:

eOH+ 1
2 O2 −→ 2H2 + CO2 (3)

Direct decomposition of methanol is impractical for portable
uel cell purposes, in that it is both highly endothermic (�Hrxn =
90.6 kJ mol−1) and it produces a large amount of CO as
product. Conversely, POM is highly exothermic (�Hrxn =
192 kJ mol−1) which makes it difficult to control. Additionally,

he maximum yield of H2 is only 2 mol mol−1 MeOH with POM
ompared to a possible 3 mol mol−1 MeOH with steam reform-
ng, with a fairly significant production of CO as a byproduct.
hus, the most promising technique for hydrogen generation for
ortable PEM fuel cell applications is oxidative steam reforming
f methanol (OSRM), also known as combined steam reforming
CSR) or autothermal reforming, when the system is operated
diabatically. In addition to the water and methanol needed for
team reforming, a sub-stoichiometric amount of O2 (or air) is
dded to the feed so that some methanol is consumed by the
OM pathway. The overall OSRM reaction is given by:

eOH+ (1− x)H2O+ 1
2xO2 −→ (3− x)H2 + CO2 (4)

here x is the fraction of methanol consumed by the POM mech-
nism [30]. Consequently, the overall heat of reaction for OSRM
epends on x and is given by �Hrxn = 49.5− 241.5x kJ mol−1.
djusting reaction conditions so that x ≈ 0.2 results in an adia-
atic or autothermal system in which the overall energy change
s neutral. There are numerous advantages to OSRM (see Turco
t al. [47] and references therein). (i) The heat released by the
OM is used to drive the reforming reaction. When the O2 (air)
tream is regulated properly, no additional heat will be need to
e added to the reactor to sustain operation; (ii) By using the
xcess heat of POM for steam reforming, the reactor tempera-
ure is more easily controlled than an exothermic POM reactor
nd responds to transients more quickly than an endothermic
eformer; (iii) The presence of water in the system drives the
ater-gas shift reaction towards H2 and CO2 which helps elim-

nate the CO produced from incomplete oxidation in the POM
athway; (iv) OSRM has a slightly lower H2 yield than tradi-
ional steam reforming, but the elimination of the need for an
xogenous heat supply and improved dynamic response makes
p for this loss. Moreover, the yield is still noticeably better than
OM alone.

Unfortunately, very little information is available in the liter-
ture about the overall kinetics of OSRM. In order to prototype

he design methodology, it was decided to focus on steam re-
orming, for which more quantitative information exists. For
he present version of the model, the kinetics of the reformation
f methanol were obtained from Mizsey et al. [34]. The reaction

(kJ mol−1) (mol g cat−1 s−1 kPax)

Methanol decomposition 76(±4%) 1.12(±12%)
Water-gas shift 50(±25%) 0.0023(±32%)

Steam reforming 81(±7%) 6.75(±34%)
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Note that by adding the stoichiometric coefficients of the
ecomposition and water-gas shift reactions, one obtains the
toichiometry of the steam reforming reaction. Thus, this system
s not actually three independent reactions. Since only two of the
hree reactions are linearly independent, only two of the species
eaction rates are distinct and the remainder are expressed as a
ombination of the first two as demonstrated in the following
quations:

CO2 = rW + rR (17)

CO = rD − rW (18)

H2O = −rCO2 (19)

MeOH = −(rCO2 + rCO) (20)

H2 = 3rCO2 + 2rCO (21)

.1.3. Model equations
The model equations for this system consist of the stan-

ard multi-component mass and energy balances for cylindri-
al, plug-flow geometry with corresponding modifications for
he packed nature of the bed and the form of heat transfer into
he reactor. A void fraction εbed is specified, which denotes what
mount of the bed is unoccupied by pellets. Values of the void
raction vary widely based on the size and geometry of the pack-
ng material. However, for packed-bed catalytic reactors, values
f 0.3–0.5 are common [21]. The methanol reforming reactor
sed by Dams et al. [17] is estimated to be 0.37. Additionally,
he ratio of pore volume to total pellet volume is the porosity,
enoted ε. By combining the void fraction and pellet porosity,
he volume fraction γ available to the gas within the reactor is
iven by the following equation:

= εbed + (1− εbed) ε (22)

At this point, one may start from very general mass and energy
alances and begin simplifying as demonstrated in Nauman, pp.
31–533 [35]. However, this particular analysis has been per-
ormed previously for the methanol reforming system by Dams
t al. [17], giving rise to the component mass balance:

∂ci

∂t
+ εbed

∂

∂z
(vz ci) = ηeff ρcat ri (23)

nd the energy balance:

(γcCp,gas + ρcatCp,cat)
∂T

∂t
+ εbedvzcCp,gas

∂T

∂z

= 2
U

Rr

(Twall − T )− ηeff ρcat

∑
j∈{ D,W,R}

�Hrxn,j rj (24)

In Eqs. (23) and (24) above, ci is molar concentration of
pecies i, while c is the molar concentration of all gaseous
pecies. Additionally,ηeff is the effectiveness factor which can be
sed to account for mass transfer limitation of the rate of reaction

ithin the pellet; C p,gas is the molar heat capacity (J mol−1 K−1)
f the gas phase; Cp,cat is the specific heat capacity (J kg−1 K−1)
f the catalyst pellets; ρcat is the packed density of the catalyst
ellets; R is the radius of the reactor tube. Finally, �Hrxn,j is

i
W
t
d
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he heat of reaction for the jth reaction pathway in the system.
ombined with the ideal gas law:

i = Pi

RT
(25)

his completes the modeling of the packed-bed methanol re-
ormer.

.1.4. Implementation
The governing mass and energy balances for the reformer

re partial differential equations (PDEs) with a single spatial
imension. Very few nonlinear PDEs have analytical solutions,
o it becomes necessary to rely on numerical techniques. A va-
iety of methods exists for the numerical solutions of differ-
nt classes of PDEs. The reformer model consists of six cou-
led parabolic PDEs with a simple linear geometry, so tech-
iques such as collocation, finite differences, and the method
f lines would be suitable solution strategies. The method of
ines uses finite differences to discretize the spatial deriva-
ives across a domain of interest, thereby converting a system
f PDEs into a larger system of coupled ordinary differential
quations (ODEs) depending only on time [42]. Many robust
lgorithms and packages exist for solving systems of ODEs
32,33,26,41], which generally makes this method more reli-
ble than a pure finite difference approach where both spatial
nd temporal derivatives are discretized. Since the time deriva-
ives of Eqs. (23) and (24) can be isolated algebraically, this sys-
em is an excellent candidate for solution through the method of
ines.

It was determined that at least 50 discretization intervals were
equired to sufficiently reduce spatial discretization error, which
esults in a system of 300 coupled ODEs (6 states at 50 points).
iven the large number of equations, the system was imple-
ented in a compiled language using the integration routine
SODA [26,41] that can efficiently accommodate the banded
tructure of the system. When the reformer model is simulated
n a native code environment (C linked to LSODA in Fortran),
he same simulation that took 200 s using the Matlab® stiff
ystem solver ode23s completes in about 0.1 s. However, ad-
usting model parameters, changing simulation protocols, and

anipulating the simulation output are all more cumbersome
n a purely native code environment. Therefore, the external
-language API for Matlab® was utilized to create an inter-

ace between Matlab®/Simulink® and the compiled reformer
odel/LSODA solver. This allows for easier manipulation of

arameters and creation of simulation protocols. Additionally,
he simulation output can be directly accessed and plotted within

atlab®. The simulation of the model through this interface
oes add some computational overhead, extending simulation
ime to 0.7 s, but the utility and ease-of-use outweighs the per-
ormance drop over native code while still providing substantial

mprovement over a pure Matlab®/Simulink® implementation.

ith its relatively high fidelity and an execution time of <1 s,
his model is an excellent candidate to use for in an optimal
esign framework.



3 of Power Sources 161 (2006) 356–370

2

e
f
i
o
l
r
fi
s
t
d
c
t
v
v
F
o
t
o

t
t
w
d
a
t
c
w
h
p
t
c
o
m
t
o
p
r
r
e

2

s
c
a
g
e
v
b
m
n
o
a
q

F
C

q
m
a
N
i

a
h
a
i
p
o
t
g
n

62 A.T. Stamps, E.P. Gatzke / Journal

.1.5. Model validation
The report by Dams et al. [17] contains data from sev-

ral experimental trials, which is useful for calibrating the re-
ormer model developed above. Experiments were performed
n which the external heating was adjusted alone or simultane-
usly with feed flow adjustments. Their test unit was a stain-
ess steel reactor bed 45 cm long and 5.2 cm in diameter, cor-
esponding to an internal volume of approximately 1 L. It was
lled with 1.5 kg of ICI 33–5A Cu/ZnO/Al2O3 low-temperature
hift catalyst. The outer wall was wrapped with a 600 W elec-
rical heating tape and covered with insulating material to re-
uce heat loss to the surroundings. The feed to the reformer
onsisted of a 3:2 mixture (volume basis) of methanol and wa-
er, a methanol weight fraction of 0.542. The liquid feed was
aporized and superheated prior to injection in order to pre-
ent condensation upon entry to the catalyst bed. Since PEM-
Cs operating on reformate are expected to run at elevated an-
de pressures, the reformer was maintained at 30 psig, even
hough elevated pressure favors the production of CO instead
f H2.

Several steps were necessary to fit the data. The experimen-
al system varied the power level in the heating tape, whereas
he model assumes that heat is applied through the variation of
all temperature. Since a change in heater power does not pro-
uce an instantaneous change in wall temperature, the model
pproximates the experimental conditions by passing any wall
emperature changes through a first-order lag, with a filter time
onstant adjusted to fit the data. Ultimately, the fitting procedure
as an iterative process. First the wall temperature changes and
eat transfer coefficient were adjusted to match the temperature
rofile. Then the activation energy and pre-exponential factor of
he reforming reaction were adjusted to align the flow rate more
losely. Next, the activation energy and pre-exponential factor
f the methanol decomposition reaction were adjusted to fit the
ole fraction of CO better. Altering the rates of reaction causes

he conversion to change, changing the energy demands. Thus,
ne sequentially adjusts the temperature steps and then the rate
arameters, and then iterates until convergence is achieved. The
esults of that process are shown in Fig. 1 with the simulation
epresented by the continuous dashed line overlayed on the data
xtracted from [17].

.2. PEMFC stack

In addition to the methanol reformer, a model is needed to
imulate a fuel cell stack. Significant work has been done re-
ently to create very detailed models of individual fuel cells
nd fuel cell stacks that take into account channel and flow-field
eometries and model micro- and meso-scale transport phenom-
na, for instance Shimpalee et al. [45], Ferng et al. [20], and Gu-
elioglu and Stenger [22]. Computational fluid dynamics (CFD)
ased models are very complex, with most requiring parallel
ethods to find steady-state solutions, let alone real-time dy-
amic simulations. These types of models provide a great deal
f insight into transport-dominated phenomena such as current
nd water distributions inside a single PEMFC or stack; they are
uite valuable for improving cell and stack flow channel designs.

c
h
o
e

ig. 1. Reformer model reproducing the temperature, flow rate, and mole percent
O profile data from Dams et al. [17].

However, CFD approaches are more detailed than what is re-
uired for balance-of-plant design schemes. These procedures
ainly require a correlation between load and cell/stack volt-

ge, mass flows, and average stack and stream temperatures.
evertheless, these correlations are generally based on preced-

ng experimental and mechanistic modeling work.
At the core of a fuel cell system is the membrane electrode

ssembly (MEA). Understanding the physical and chemical be-
avior of the MEA is crucial to the successful development of
fuel cell model, but it has not been a simple task. At the min-

mum, one must consider multi-component diffusion through
orous media, electrochemical kinetics such as the reduction of
xygen in the cathode catalyst layer, as well as proton and wa-
er transport through the electrolyte membrane. Consequently, a
reat deal of effort has been made to better understand these phe-
omena within the last 10–15 years [9,10,36,46,25,19,53,54,43].

As the technology and expertise regarding fuel cells in-
reased, models began to appear that were specific to particular

ardware. Amphlett et al. developed a rather thorough model
f the Ballard Mark IV PEMFC using both mechanistic [4] and
mpirical [5] approaches. The same group was also one of the
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rst to attempt a dynamic PEMFC model [8]. Their efforts in
ynamic modeling were later improved upon by Wöhr et al.
50]. Using experience gained from modeling a number of dif-
erent fuel cells, Mann et al. [31] developed a generalized steady
tate electrochemical model of a PEMFC that can be adjusted
or individual cell parameters such as active membrane area and
embrane thickness. Very recently, yet another dynamic fuel

ell model has been published by Shan and Choe [44].
Finally, the knowledge base developed for modeling individ-

al fuel cells has been combined to model entire fuel cell stacks.
uch of the behavior of the overall stack is still related to the

lectrochemistry and transport within the MEA, but greater dif-
culties are encountered in the areas of heat and water man-
gement. Since stack models are typically used for system-level
pplications, much of the spatial detail is not needed. Addition-
lly, the most detailed MEA and individual fuel cell models
re often very computationally intensive, which would be fur-
her compounded as multiple cell models are combined into a
tack. Therefore, a number of system-level models have been de-
eloped in which area- or volume-averaged quantities are used
n addition to empirical correlations in order to make the stack

odels more tractable. An early example of this formulation was
ublished by Amphlett et al. [6]. This approach was used by Yer-
amalla et al. [52] in their dynamic fuel cell model. Ceraolo et al.
14] have also developed a dynamic fuel cell model based on the
nderlying physical phenomena, but simplified enough to allow
ntegration into larger system-level simulations. Recently, a dy-
amic PEMFC model was developed by Blackwelder [11] that
an be integrated into the University of South Carolina’s virtual
est bed (VTB) design suite.1 Finally, Xue et al. and Pathapati
t al. [51,38] have developed a relatively simple system-level
ynamic PEMFC stack model. While this model lacks the de-
ailed spatial information and mechanistic transport behaviors,
t performs suitably well for overall material and energy flows
s well as stack voltage with relatively minimal computational
emand.

.2.1. Model formulation
Ultimately, the model presented simultaneously by Xue et al.

51] and Pathapati et al. [38] was selected for implementation,
ince it possessed the desired characteristics: dynamic treatment
f cell/stack voltage, thermal behavior, and material flows in a
elatively simple formulation. There are a total of seven states
n the model.

Masses of N2 and O2 (idealized air) in the cathode as well as
H2 in the anode (3).
Enthalpies/temperatures of the anode and cathode volumes
and the stack body (3).
Dynamic activation overpotential Vact due to the charge
double-layer capacitance effect (1).
The mass balances are very simple, since the anode and cath-
de are considered to be two well-mixed volumes with a single

1 http://www.vtb.engr.sc.edu.

w
t
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omposition for each. The balance equations are of the general
orm:

dmi

dt
= ṁi,in − ṁi,out − ṁi,diff (26)

here ṁi,in and ṁi,out are the inlet and outlet mass flow rates
f species x through flow channels and ṁi,diff is the flow rate of
eactive species x (H2 and O2) into the MEA. The assumption is
ade that the diffused species are consumed quickly once they

nter the MEA, so that the rates of diffusion can be determined
toichiometrically from the current being drawn on the stack,
hich is given by the following equation:

˙ i,diff = Mi

I

νiFN (27)

ote that Mi is the molecular weight of species i, I the cur-
ent drawn on the stack, νi the stoichiometric factor between
he number of moles of species i and the number of moles of
lectrons consumed in the reaction (2 for H2 and 4 for O2), F is
araday’s constant, and N is the number of cells in the stack.

The inlet and outlet flow rates are given by a combination of
simplified linear nozzle correlation and the ideal gas law. The
ozzle correlation assumes that the volumetric flow rate across
valve is proportional to the pressure drop across the valve as

he following equation:

˙ = kv �P (28)

Using the ideal gas law, the volumetric flow rate is converted
o a molar flow rate, which yields a mass flow rate by use of the

olecular weight:

˙ i,in/out = kv �P
P

RT
Mi (29)

or consistency, the pressure P and temperature T are always
ssumed to be that of the upstream side of the valve. This flow
ormulation is one of the few differences from the published
orm of the model. In [51,38], the mass flow rate instead of
he volumetric flow rate was specified to be proportional to the
ressure drop. While that may be shown for pure gasses or fixed-
omposition gas mixtures, this assumption seems rather dubious.
nder ideal gas conditions, the same number of moles (equiv-

lently volume at fixed T, P) should pass through a valve for
given pressure drop, relatively independently of the compo-

ition. Hence the mass flow rate may vary considerably with
omposition, but the volumetric flow rate should not. Given that
he composition of the cathode changes with the electrical load,
t seems more appropriate to use a volume-based flow correla-
ion. The anode mass balance has been modified similarly to
nclude CO2 as an inert gas that is part of an idealized reformate
ixture.
The energy balances are nearly as rudimentary. In the anode,

he balance is written:

dEan = (hA)an,s(Ts − Tan)+ ṁH2,in HH2,in
dt

− ṁH2,outHH2,out − ṁH2,diffHH2,diff (30)

here (hA)an,s is a lumped term containing the convective heat
ransfer coefficient and convective transfer area between the an-

http://www.vtb.engr.sc.edu
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de and the stack body, and the HH2 terms are the specific en-
halpies of the hydrogen gas streams flowing into the anode,
ut of the anode, and diffusing into the MEA. With the ideal gas
ssumption and a constant heat capacity approximation, the spe-
ific enthalpy for hydrogen gas relative to an arbitrary reference
tate is:

H2 (T ) = HH2,ref + Cp,H2
(T − Tref) (31)

here Cp,H2
is the constant-pressure specific heat capacity of

ydrogen gas. A convenient choice for the reference state is at
98.15 K where �Hf,H2 is 0.0 J kg−1. Thus, the specific enthalpy
implifies to:

H2 (T ) = Cp,H2
(T − 298.15) (32)

Note that the enthalpy does not depend on pressure, due to
he ideal gas assumption. The energy balance for the stack body
as a few additional terms, namely convective heat loss to the
urroundings:

˙ s,loss = (hA)s,room(Troom − Ts), (33)

he heat from the electrochemical reaction to form water:

˙ s,rxn = ṁH2,diff �Hrxn (34)

�Hrxn normalized per kilogram H2 consumed), and energy loss
qual to the rate of electrical energy production:

˙ s,elec = −N VcellI (35)

here again, N is the number of cells in the stack, Vcell the
oltage across a single cell, and I is the current drawn on the
tack. Finally, a generalized stack cooling term has been added
o the original model to allow for the removal (or addition) of
eat to maintain the stack body at a desired temperature. It is of
he form:

˙ s,cool = Q̇cool (36)

here Q̇cool becomes an additional adjustable input to the
odel. This allows for the construction of a control loop to reg-

late stack temperature, although it does not specify the form or
eometry of any cooling solution.

The remaining dynamic state of this fuel cell model is the
ctivation overpotential Vact. It is primarily due to the slow ki-
etics of oxygen reduction in the cathode catalyst layer. By theo-
etically analyzing the physical phenomena responsible for this
ffect, the overpotential was determined to be largely a function
f temperature, the current density drawn from the cell, and the
ffective concentration of oxygen in the cathode catalyst layer,
∗
O2

. Using this knowledge, a steady state empirical correlation
as constructed for the activation overpotential, given by the

ollowing equation:

act = ξ1 + ξ2T + ξ3T ln i+ ξ4T ln c∗O2
(37)
While this correlation works well under steady state con-
itions, there is an additional dynamic effect due to the charge
ouble layer capacitance, which arises due the buildup of charge
t the membrane/electrode interface. By visualizing the stack as

2

c

wer Sources 161 (2006) 356–370

n equivalent circuit, a differential equation can be written for
he activation overpotential, as shown in the following equation:

dVact

dt
= I

C
− Vact

Ract C
= I

C

(
1− Vact

ηact

)
(38)

Additionally, there are ohmic losses in the stack predomi-
antly related to transport processes. These losses are found to
epend mainly on temperature and current density and have also
een previously determined to obey an empirical relationship
4,5] of the form

ohm = ξ5 + ξ6T + ξ7i. (39)

Finally, the cell voltage Vcell is calculated:

cell = VNernst − Vact − iRohm (40)

here VNernst is a Nernstian relationship for the equilibrium cell
otential dependent on temperature and the partial pressures
f hydrogen and oxygen. The reader is referred to [51,38] and
eferences therein for a more complete treatment of the PEMFC
quations.

.2.2. Simulink® implementation
Given its simplicity, the decision was made to implement the

EMFC model directly within Matlab® for its ease of use instead
f native code algorithms such as LSODA [26,41]. To provide
ome performance enhancement, the ODEs of the model were
mplemented as a compiled C-MEX S-function. A variety of pro-
ess inputs and model parameters were left exposed externally
n order to be adjusted rapidly within the Simulink® environ-

ent without recompiling. In addition to the seven states in the
odel, a number of other useful quantities were output from the
odel, including anode/cathode pressures, stack voltage, and

nlet/outlet mass flow rates.
The model requires volumes for the cathode and anode chan-

els in order to compute the respective mass balances. However,
or the purpose of performance and power scaling, the mem-
rane area is the critical parameter. Therefore, considering the
nvisioned use for an optimal design problem, the worksheet
pecifies a cell membrane area and number of cells in the stack
nd then assumes constant volume/total area ratios to calculate
he volumes of the anode and cathode. For the test cases pre-
ented in the work of Xue et al. and Pathapati et al. [51,38], the
athode was specified with a volume twice that of the anode.
hat ratio is preserved in this worksheet. Based on rough ge-
metrical arguments, the ratio for the anode was calculated to
e 0.2 and 0.4 cm3 cm−2 for the cathode. Similarly, the weight
f the stack is computed based on the cell membrane area and
umber of cells. Additionally, the current density drawn from
stack is more informative than the actual current, so the load
n the stack is specified in terms of current density and then
ultiplied by the membrane area to determine the actual loads

n the PEMFC stack.
.3. Heat exchanger

Due to the differing operating temperatures between different
omponents within the system, it will be necessary to heat and
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Fig. 2. Integrated system layout for the reformer/PEMFC stack system.

Fig. 3. Performance of system following the designated power profile. The
parameter set for this run is {Lref = 0.8, Rref = 0.07, Amem = 900, Tsp,ref =
5
p
p
p

f
t

c
i
o
t
t
t
f
P
p
fl
b
t

A.T. Stamps, E.P. Gatzke / Journal

ool a number of different process streams. In order to improve
fficiency, it is possible to use excess heat from a hot stream such
s the reformate to heat other streams such as the cathode air feed
o the reformer stack. Cross-flow heat exchanger geometries are
ommon for gas–gas heat exchange, so a simple steady state
eat exchanger model is used.

Assuming uniform velocity profiles and constant physical
roperties, the governing equations for the heat exchanger can
e made dimensionless with the solution depending solely on the
usselt numbers on the hot and cold sides of the heat exchanger.
he dimensionless problem was discretized using finite differ-
nces and solved off-line for combinations of Nusselt numbers
anging from 10−2 to 102. The dimensionless average hot and
old outlet temperature were tabulated for each case, allowing
he heat exchanger to be implemented in simulation as a look-up
able.

.4. Auxiliary power source

While fuel cell stacks are typically able to respond to large
ariations in load or power quickly, the time scales of the fuel
rocessing system are generally at least two orders of magnitude
lower. Therefore, the rate at which the load can be increased on
PEMFC stack coupled to a fuel processor is limited by the rate
t which hydrogen production can be increased. Consequently,
ome form of auxiliary power will be required to ensure satis-
actory vehicle performance under normal operating conditions.

The selection of a specific auxiliary power source, such as
ead-acid batteries or supercapacitors, is beyond the current
cope of this work. Therefore the system-level model developed
reats the auxiliary power source as a black-box component. It is
ssumed that this power source operates at a constant bus voltage
120 V for this work – and is instantaneously able to provide

nough current to provide the difference between the desired
ower and the PEMFC stack power. When the PEMFC is pro-
ucing more power than is required, the excess is then used to
echarge the auxiliary power unit. Furthermore, there is assumed
o be a 5% loss in each direction (charging/discharging) as part
f the power conversion process. One is then able to observe
he amount of auxiliary capacity needed for a particular system
onfiguration and power profile. The amount of capacity and the
ate at which it is drawn can then be used to determine what type
f auxiliary power source is most suitable for the application.

. System-level integration and control

The components of the overall system model were connected
s shown in Fig. 2 using Matlab® and Simulink®. This diagram
epicts an open-loop configuration. By specifying material flow
ates, operating temperatures and pressures, and the load on the
tack, outputs such as stack power and hydrogen production can
e observed. However, this is not the desired mode of operation.
or vehicular operation, it is necessary to specify a desired power
evel and then have controllers on the system adjust stack load
nd hydrogen production to meet that goal. For this work, an
dealized driving power profile was developed and is shown in
ig. 3. Although a true power profile would vary much more

h
i

m

50, Tsp,stack = 355}. Upper: PEMFC power compared to the desired system
ower. The auxiliary power at any time is the difference between the desired
ower and the PEMFC power. Lower: relative change in capacity of the auxiliary
ower system at the operating voltage of 120 V.

requently, this profile is of the correct magnitude and attempts
o account for warm-up, acceleration, braking, and cruising.

Several control loops are necessary to achieve satisfactory
losed-loop operation. Two low-level regulatory proportional-
ntegral (PI) feedback control loops provide temperature control
n the reformer and the PEMFC stack. The reformate tempera-
ure can be controlled by the manipulation of the reformer wall
emperature. In actual practice, the wall temperature is not the
rue manipulated variable; it would likely be a valve controlling
uel flow to a burner element. Similarly, the temperature of the
EMFC is maintained by adjusting the fictitious Q̇cool term. In
ractice, the temperature would be regulated by adjusting the
ow rate of a cooling liquid. Since the cooling fluid could never
e used to heat the stack, the output of the PI controller passes
hrough a saturation block to disallow values of Q̇cool that add

eat to the stack. Tunings for the controller gains Kc and the
ntegral time constant τI are given in Table 2.

Two additional loops have the greatest impact on the perfor-
ance of the closed-loop system. The first is the regulation of the
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methanol flow rate into the reformer system. The second is the
regulation of the load on the PEMFC. The manipulation of both
quantities is based on the difference between the desired system
power and the PEMFC stack power. For the sake of simplic-
ity, these controllers were also modified forms of PI controllers.
Ultimately, the implementation was more nuanced for several
reasons. First, the power response of the PEMFC displays direct
feedthrough since,

Pstack = i Amem Vstack. (41)

This direct feedthrough seemed to induce instabilities ex-
cept at extremely low controller gains when using a standard
PI formulation, most likely due to the large gain on the di-
rect feedthrough. In order to mitigate the impact of the direct
feedthrough (and equivalently step changes in the setpoint), the
error signal (Psp − Pstack) is first passed through a first order
filter before reaching the controller. Thus, the control law is of
the form:

i(s) = Kc

(
1+ 1

τI s

)
1

τf s+ 1
(Psp (s)− Pstack(s)), (42)

where s is the Laplace variable. The control structure is identical
for the methanol flow controller. For the power controller, a filter
time constant of 0.1 min was selected, while a larger value of
2 min was used for the methanol flow rate, given the slower
response of that component. Additionally, the power setpoint
Psp was more complicated than simply the desired power output
at a given time. It was desired to operate the system so that the
auxiliary power source remained as close to a reference charge
level as possible. By integrating the load on the auxiliary power
source, it was possible to track the relative change in capacity of
that system. This auxiliary capacity level was then used to adjust
the power setpoint according to the following linear feedback
law:

Psp = Pdesired +Kaux Caux. (43)

For power measured in Watts and capacity in A h, a feedback
proportionality constant Kaux of−1000 W (A h)−1 provided sat-
isfactory response without substantial oscillation in the auxiliary
capacity level. Finally, actuator limits were placed on the con-
trol actions in accordance with physical limits. The methanol
flow rate and load on the fuel cell stack cannot be lower than
0 L min−1 and 0 A cm−2. The maximum methanol flow rate was
established as 1 L min−1, which was somewhat arbitrary, but in-
tentionally left rather high. Finally, the MEAs in the PEMFC
stack can be damaged if the unit is starved of hydrogen, so there
is a dynamic upper limit on PEMFC load, preventing the load
from exceeding that needed to consume 85% of the hydrogen

Table 2
Control loop tuning parameters

Loop Kc τI (min)

Reformer temperature 1 K K−1 10
PEMFC temperature 5 kJ K−1 10
PEMFC load 10−4 (A cm−2) W−1 1
MeOH flow 10−5 (L min−1) W−1 2

Fig. 4. Control actions taken by the major system controllers corresponding to
the desired power trajectory shown in Fig. 3. The parameter set for this run
is {Lref = 0.8, Rref = 0.07, Amem = 900, Tsp,ref = 550, Tsp,stack = 355}. Up-
per: liquid methanol flow rate into the reformer. The liquid water flow rate into
the reformer is fixed at a 2:3 ratio to the methanol flow rate. Lower: load current
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ensity (solid) on the PEMFC stack as a function of time. The dynamic upper
onstraint (dashed) is the current density which would use 85% of the hydrogen
utput from the reformer.

eing produced by the reformer. Representative control action
or these two controllers is shown in Fig. 4.

. Results and discussion

Simulation studies were performed to gauge the effects of
arious design and operational parameters on the overall perfor-
ance of the system. There are a number of parameters that may

nfluence operation, only five were chosen for consideration in
his study. Three were design parameter related to the physical
tructure of the system: reformer length, reformer radius, and ac-
ive membrane area for each cell of the PEMFC stack. The two
dditional parameters were operational in nature: the reformer
utlet temperature setpoint and the PEMFC stack body temper-
ture setpoint. Four values of each parameter were considered

nd are listed in Table 3. Values for the other parameters used
n the system model are contained in Table 4.

Given 5 parameters, each with 4 possible values allows for
024 different system configurations to be studied. For each pa-

able 3
arameter values studied in the sensitivity analysis

Parameter 1 2 3 4

Reformer length (m) 0.600 0.80 1.00 1.20
Reformer radius (m) 0.025 0.04 0.07 0.10
PEMFC membrane area (cm2) 800 900 1000 1200
Reformer temperature setpoint (K) 500 550 575 600
PEMFC temperature setpoint (K) 335 345 355 365
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rameter combination, the system is simulated trying to reproduce
the hypothetical power profile shown in Fig. 3. No effort is made
to tune the control loops for each configuration. Consequently,
the system response for each configuration may not be ideal. In
fact, results were not obtained for several configurations, due to
numerical difficulties, possibly resulting from controller tun-
ings being unstable at the given configuration. Nevertheless,
system performance was analyzed based on factors including
total methanol usage, hydrogen utilization percentage, auxiliary
power capacity range, and a gross efficiency measure for all
configurations for which results are available.

Fig. 5 is a histogram of the net methanol usage for the vari-
ous system parameter combinations over the one hour reference
power trajectory. Note that the distribution appears bimodal with
a large normal-looking distribution centered around 11 L and a
smaller peak distributed between about 6.5 and 8.0 L. By ana-
lyzing the parameter combinations that were found in the sec-
ond peak, it was found that all were at the lowest value of the
reformer setpoint temperature: 500 K. Intuition indicates that
lower methanol usage should be a positive characteristic for a
design, but system design must consider a variety of factors.
Before reaching any conclusions, it is necessary to examine the
performance of these parameter configurations in the other per-
formance categories. The next category is hydrogen utilization.
For this analysis, hydrogen utilization is reported as the per-
centage of hydrogen produced by the reformer that is consumed
by a single pass through the PEMFC stack. In practice, it may
be possible to run anode exhaust into a recycle loop or at least
flare the remaining hydrogen to capture its energy as heat, but
these options are not considered here. The distribution of hy-
drogen utilization over the parameter combinations is shown in
Fig. 6. Utilization is distributed widely between about 55% and
78% with a large grouping between 55% and 60%. Furthermore,
it was found that the parameter combinations that were in the
smaller peak for methanol utilization were also the combinations
that had greater than 70% hydrogen utilization. Once again, it
would appear that high hydrogen utilization would be a positive
design characteristic.

However, the picture changes dramatically when auxiliary
power capacity is considered. Fig. 7 illustrates the distribution
of auxiliary power capacity for the various combinations. Once

Table 4
Other system operational parameters

Parameter Value

Number of cells (#) 120
Aux. power voltage (V) 120
PEMFC cathode pressure (atm) 3.0
Reformer pressure (atm) 2.0
Reformer heat transfer coefficient (J m−2 s K) 50.0
Liquid MeOH/H2O ratio (v/v) 3 : 2
HX height (m) 0.10
HX cold length (m) 0.15
HX hot length (m) 0.10
HX channels/side (#) 5
HX hot channel Cp (J mol−1 K) 36.0
HX cold channel Cp (J mol−1 K) 28.0
HX heat transfer coefficient (J m−2 s K) 50.0
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ig. 5. Histogram of methanol usage for the various parameter configurations
ollowing the reference power trajectory shown in Fig. 3. Net usage is computed
ssuming that 95% of unreacted methanol leaving the reformer can be recaptured
nd reused.

gain, there is a very wide range of results between about 10
nd 120 A h at 120 V operating voltage with a significant num-
er (58%) below 20 A h. The amount of surge power needed in
he system is very critical to the overall design, since it strongly
nfluences both the weight and the cost of the system. This bodes
oorly for the low methanol consumption/high hydrogen utiliza-
ion parameter combinations, since they were the ones which
equired 80 A h and higher of auxiliary capacity. This represents
t least a four- to six-fold increase over the majority of the other
onfigurations, and suggests that these particular designs are in-
dequate.

Finally, the histogram of gross efficiencies is presented in Fig.

. For this study, the gross efficiency was considered to be the
um of the electrical output of the PEMFC stack and the change
n the electrical energy of the auxiliary power divided by the
igher heating value of the methanol consumed (17,990 kJ L−1).

ig. 6. Histogram of hydrogen utilization for the various parameter configura-
ions following the reference power trajectory shown in Fig. 3.
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ig. 7. Histogram of the necessary sizing of the auxiliary power capacity needed
or the various parameter configurations to follow the reference power trajectory
hown in Fig. 3.

here are a number of factors not considered in this measure,
ncluding the heat of vaporization for the methanol and water
eed to the reformer, the external heat to drive the reactions in
he reformer, the heating value of the hydrogen in the PEMFC
node exhaust, and other ancillary costs such as pumping costs
nd work to cool the PEMFC stack. Consequently, these num-
ers should not be viewed as an absolute quantitative measure,
ut rather a relative scale to compare performance among var-
ous parameter combinations. Most of the results are normally
istributed around an efficiency value of about 36%, but again
here is an extended lower tail. As expected, the low methanol
se combinations comprise the lower tail in the range of 20–30%.

More insight is gained by examining the dynamic profile of

hese low methanol consumption cases. It is apparent that at low
eformer operating temperatures, the conversion of methanol to
ydrogen is very low, regardless of the methanol flow rate, result-
ng in the low net methanol usage. Thus, due to the control con-

ig. 8. Histogram of the gross efficiency measure for the various parameter
onfigurations when following the reference power trajectory shown in Fig. 3.
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traints based on hydrogen flow, the load on the PEMFC stack
s kept low and cannot meet the power demand at most times.
ven when using most of the available hydrogen, the system is

orced to draw heavily on the auxiliary power unit, which is why
hese configurations required much more auxiliary capacity. Fi-
ally, even at the end of duty cycle, these configurations were
ot able to recharge the auxiliary capacity to its initial level. This
et loss of energy from the auxiliary power unit results in the
owered efficiencies of these designs, and further indicates that
hey would not be good choices for a vehicular power system.

. Future work

This work begins to quantify the performance tradeoffs that
esult from design and operational decisions for the methanol
eformer/PEMFC system. There are a number of avenues to ex-
lore this work further. System performance can be studied for
ifferent equipment configurations. Model improvements and
dditions can be incorporated. Currently, components such as the
eformer feed evaporator and any reformate processing such as
referential oxidation are not considered, and while they would
e expected to significantly impact the dynamics of the pro-
ess, would give a more accurate estimate of fuel and energy
fficiency for the system. Additionally, the representative power
rofile used to drive the system is very simplistic. Eventually it
ould be useful to consider a power profile that is more realis-

ic. By making certain assumptions about the mass and drag of
he vehicle, it is possible to take driving schedules such as the
ederal urban driving schedule (FUDS) or the federal highway
riving schedule (FHDS), which specify velocities, and calcu-
ate power profiles. Since the mass of the vehicle depends on
he size of the main components, the power profile should be
djusted accordingly for each configuration. Ogden et al. have
clear demonstration of this approach [37].

Furthermore, the sensitivity studies were only conducted with
ve parameters and four values for each parameter. It is therefore
nlikely that any of the exact parameter combinations explored
ere will be optimal in any of the performance metrics. Given
hat there are a number of different objectives to consider when
esigning such a power plant including cost, weight, size, and
fficiency, this model could be used as part of an multiobjective
ptimization procedure. One approach would be to develop a
ingle composite objective function, which is a weighted com-
ination of the objectives under consideration, similar to:

= Γcostϕcost + Γsizeϕsize + Γmassϕma ss − Γeffϕeff. (44)

In order to achieve this, one would also need to establish cor-
elations between the easily calculated performance measures
uch as auxiliary power capacity and the design objectives such
s monetary cost, system size (volume), and system mass. Also,
here can be considerable difficulty in choosing appropriate val-
es for the weighting factors Γi that produce a satisfactory result.
t may be possible to use techniques from Pareto multiobjective

ptimization theory to obtain these values.

Additionally, any optimization-based approaches that include
ynamic simulations as part of the objective function raise legit-
mate concerns about the computational demands of the method.
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owever, any optimization techniques that use finite differenc-
ng schemes to obtain gradients or otherwise need to evaluate

ultiple independent points in the solution space can benefit
rom parallel computing techniques. For instance, for a function
f N different variables, N + 1 points need to be evaluated to
ompute the gradient at a single point; once these points are cho-
en, each can be evaluated independently without knowledge of
he values at any other points. Thus, this sort of operation is well-
uited for parallelization, and can make a significant impact on
he time necessary for optimization calculations [13,24].

Clearly, the development of liquid-fueled vehicular fuel cell
ower plants is a very active area for ongoing research, both
n the fundamental theoretical understanding of the processes
nvolved and the application of techniques for design and inte-
ration.

. Conclusions

This work describes the development and implementation
f a system level model of a vehicular reformer/PEMFC stack
ower system. Particular emphasis has been placed on the in-
erconnections between sub-units and the formulation of con-
rol loops to operate the system to meet desired power targets.

ith a particular hardware configuration, a sensitivity study was
onducted to determine the influence of various design and op-
rating parameters on system performance. Specifically, it was
hown that the operation of the reformer at low temperatures
ives particularly inferior performance. Recommendations for
particular design have not yet been made, since they are very

ensitive to the relative importance of the performance metrics,
ut doing so remains a future objective. Nevertheless, a useful
odel framework has been developed for the dynamic analysis

f a complex integrated system.

eferences

[1] Annual Energy Review 2003. Technical Report DOE/EIA-0384(2003). US
Dept. of Energy—Energy Information Administration, Washington, DC,
2004.

[2] J. Agrell, H. Birgersson, M. Boutonnet, I. Melián-Cabrera, R.M. Navarro,
J.L.G. Fierro, Production of hydrogen from methanol over Cu/ZnO cata-
lysts promoted by ZrO2 and Al2O3, J. Catal. 219 (2003) 389–403.

[3] J. Agrell, M. Boutonnet, J. Fierro, Production of hydrogen from methanol
over binary Cu/ZnO catalysts. Part II. Catalytic activity and reaction path-
ways, Appl. Catal. A: Gen. 253 (2003) 213–223.

[4] J. Amphlett, R. Baumert, R. Mann, B. Peppley, P. Roberge, T. Harris,
Performance modeling of the ballard mark IV solid polymer electrolyte
fuel cell. I. Mechanistic model development, J. Electrochem. Soc. 142 (1)
(1995) 1–9.

[5] J. Amphlett, R. Baumert, R. Mann, B. Peppley, P. Roberge, T. Harris,
Performance modeling of the ballard mark IV solid polymer electrolyte
fuel cell. II. Empirical model development, J. Electrochem. Soc. 142 (1)
(1995) 10–15.

[6] J.C. Amphlett, R.M. Baumert, R.F. Mann, B.A. Peppley, P.R. Roberge,

A. Rodrigues, Parametric modeling of the performance of a 5-kW proton
exchange membrane fuel cell stack, J. Power Sources 49 (1994) 349–356.

[7] J.C. Amphlett, K.A.M. Creber, J.M. Davis, R.F. Mann, B.A. Peppley, D.M.
Stokes, Hydrogen production by steam reforming of methanol for polymer
electolyte fuel cells, Int. J. Hydrogen Energy 19 (2) (1994) 131–137.

[

[

wer Sources 161 (2006) 356–370 369

[8] J.C. Amphlett, R.F. Mann, B.A. Peppley, P.R. Roberge, A. Rodrigues, A
model predicting transient responses of proton exchange membrane fuel
cells, J. Power Sources 61 (1996) 183–188.

[9] D.M. Bernardi, M.W. Verbrugge, Mathematical model of a gas diffusion
electrode bonded to a polymer electrolyte, AIChE J. 37 (8) (1991) 1151–
1163.

10] D.M. Bernardi, M.W. Verbrugge, A mathematical model of the solid poly-
mer electrolyte fuel cell, J. Electrochem. Soc. 139 (9) (1992) 2477–2491.

11] M.J. Blackwelder, System-level model of a polymer electrolyte membrane
fuel cell stack. PhD Thesis, University of South Carolina, Columbia, SC
29208, 2005.

12] K.M. Vanden Bussche, G.F. Froment, A steady-state kinetic model for
methanol synthesis and the water gas shift reaction on a commercial
Cu/ZnO/Al2O3 catalyst, J. Catal. 161 (1996) 1–10.

13] R. Byrd, R. Schnabel, G. Schultz, Parallel quasi-Newton methods for un-
constrained optimization, Math. Prog. 42 (1988) 273–306.

14] M. Ceraolo, C. Miulli, A. Pozio, Modelling static and dynamic behavior
of proton exchange membrane fuel cells on the basis of electro-chemical
description, J. Power Sources 113 (2003) 131–144.

15] D.J. Chmielewski, Y. Hu, D.D. Papadias, Start-up and feedback control
of autothermall reforming reactors, in: Proceedings of the AIChE Annual
Meeting, 2005.

16] A.P. Colburn, A method of correlating forced convection heat transfer data
and a comparison with fluid friction, Trans. Am. Inst. Chem. Eng. 29 (1933)
174–210.

17] R.A.J. Dams, P.R. Hayter, S.C. Moore. Continued Development of a
Mathematical Model for a Methanol Reformer, Technical Report ETSU
F/02/00152/REP, Wellman CJB Ltd., 2001.

18] D. Doss, R. Kumar, R.K. Ahluwalia, M. Krumpelt, Fuel processors for
automotive fuel cell systems: a parametric analysis, J. Power Sources 102
(1) (2001) 1–15.

19] M. Eikerling, Yu.I. Kharkats, A.A. Kornyshev, Yu.M. Volfkovich, Phe-
nomenological theory of electro-osmotic effect and water management in
polymer electrolyte proton–conducting membranes, J. Electrochem. Soc.
145 (8) (1998) 2684–2699.

20] Y.M. Ferng, Y.C. Tzang, B.S. Pei, C.C. Sun, A. Su, Analytical and ex-
perimental investigations of a proton exchange membrane fuel cell, Int. J.
Hydrogen Energy 29 (2004) 381–391.

21] H.S. Fogler, Elements of Chemical Reaction Engineering, Prentice-Hall,
Upper Saddle River, New Jersey, 1999 3rd ed..

22] G. Guvelioglu, H. Stenger, Computational fluid dynamics modeling of
polymer electrolyte membrane fuel cells, J. Power Sources 147 (2005)
95–106.

23] M.P. Harold, B. Nair, G. Kolios, Hydrogen generation in a Pd membrane
fuel processor: assessment of methanol-based reaction systems, Chem.
Eng. Sci. 58 (2003) 2551–2571.

24] K.A. High, R.D. LaRoche, Parallel nonlinear optimization techniques for
chemical process design problems, Comput. Chem. Eng. 19 (6/7) (1995)
807–825.

25] J.T. Hinatsu, M. Mizuhata, H. Takenaka, Water upate of perfluorosulfonic
acid membranes from liquid water and water vapor, J. Electrochem. Soc.
141 (6) (1994) 1493–1498.

26] A.C. Hindmarsh, LSODE and LSODI: two new initial value ordinary dif-
ferential equation solvers, ACM-Signum Newslett. 15 (4) (1980) 10–11.
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